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Abstract

The carbon footprint of networking poses a significant environ-
mental concern. In this paper, we show how transmission latency-
focused traditional routing can be sub-optimal in terms of carbon
footprint. Based on the dynamic factors that affect a network’s car-
bon footprint and transmission latency, we design a carbon-aware
routing solution. We evaluate our solution on real backbone Inter-
net topologies to show that there is an opportunity to minimize the
network’s carbon emissions with only modest latency penalties.
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1 Introduction

Why should we worry about networking’s carbon footprint?
The carbon footprint of computing systems is rapidly becoming
a critical concern with the increase in AI/ML workloads, expand-
ing data volumes, and the continuous development of advanced
hardware and networking equipments. Recent studies suggest that
network infrastructures alone consume approximately 1.5X the elec-
tricity used by data centers, contributing to the broader ICT sector’s
2-3% share of global electricity usage, a figure projected to climb
to as high as 8-21% by 2030 [9, 22, 36]. Despite this, much of the
existing work on sustainability has focused on high-performance
computing cloud resource management, and hardware optimiza-
tions [7, 14, 16, 21, 23, 25, 27, 35], often overlooking the rising
impact of network traffic on overall carbon emissions.

How is carbon-aware routing different from traditional pro-
tocols? Conventional routing protocols (e.g., OSPF, BGP) perform
latency optimization, overlooking how energy usage and carbon
intensity fluctuate with interface type, traffic load, and location. Be-
cause carbon intensity shifts both spatially and temporally, a path
that minimizes carbon footprint may differ significantly from one
that minimizes latency. This gap reveals an opportunity to integrate
carbon-awareness into routing, dynamically adapting to congestion
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and time-varying carbon data. By coupling conventional latency
objectives with the demand for greener operation, carbon-aware
routing provides a mechanism to substantially reduce emissions
without sacrificing network performance much.

Contributions. In this paper, we make four key contributions:

e This work showcases the benefit of carbon-aware routing
on large-scale real Internet backbone topologies.

e We present a design that jointly minimizes latency and car-
bon footprint, which can be implemented on top of the ex-
isting routing schemes.

e We evaluate our approach on real Internet topologies with
live carbon intensity data, showing significant carbon sav-
ings with some latency penalty.

o We discuss future steps to improve the robustness of carbon-
focused routing, envisioning this work as a foundation for
future research.

2 Background and Motivation

We provide a brief background on carbon footprint and routing
before motivating the potential of carbon-aware routing.

Carbon Footprint and Sustainability. Computing’s energy con-
sumption is increasing due to the rising demand for AI/ML work-
loads, expanding data traffic, and the production of advanced net-
working and computing hardware [34]. Energy production and
hardware manufacturing emit greenhouse gases, thus contribut-
ing to computing’s environmental sustainability concerns. Carbon
footprint is the key sustainability metric; it includes the amount
of CO; and the equivalent of other greenhouse gases emitted for
operating (operational carbon) and manufacturing a system (embod-
ied carbon) [13]. Operational emissions are the product of energy
consumption and carbon intensity (CI; CO,-equivalent greenhouse
gas emitted per unit of energy production), while embodied emis-
sions are one-time emissions from hardware manufacturing. In
networking, operational emissions dominate due to high routing
energy use [36].

Routing Mechanisms. Network routing mechanisms, such as
distance-vector (e.g., RIP), link-state (e.g., OSPF), and path-vector
(e.g., BGP), form the backbone of modern data transfer and are
optimized for performance by minimizing transmission latency.
However, these protocols largely overlook the growing carbon
footprint of data transmission. There is an urgency of incorporating
carbon-awareness into routing strategies as the Internet accounts
for 3% of global emissions which is increasing at a rate of 5-
7% 3, 6].

How to Perform Carbon-Aware Routing in Networks? Net-
work carbon footprint can be minimized by leveraging the spatio-
temporal variation of carbon intensity [28]. Power grids of different
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Figure 1: Carbon intensity (a), type of interface (b), and router traffic load (c) affect carbon-aware routing.
Node Interface Topology highlight the opportunities for adaptive strategies to balance car-
A Copper bon footprint and latency.
B Microwave
C Optical - N
D Microwave Takeaway. Network carbon footprint is often overlooked,
E Optical despite being a significant contributor to the ICT industry’s
F Copper emissions. Traditional latency-focused routing solutions are
not carbon-efficient. Carbon- and latency-optimal routing

Table 1: We present a representative topology. Carbon-
optimal and latency-optimal paths differ and vary over time.
At 12 AM, the latency-opt path (A->B->E->F) had a latency
of 3.12ms and carbon of 5.14g, while the carbon-opt path
(A->B->D->E->F) had 3.24ms latency and 4.17g carbon. At 3
PM, the latency-opt path shifted to (A->B->D->E->F) with
3.28ms latency and 6.52g carbon, and the carbon-opt path to
(A->C->D->E->F) with 3.48ms latency and 5.20g carbon.

locations use different energy source mixes to produce energy. En-
ergy generation using a large fraction of renewable sources results
in low carbon intensity, while generation consuming emission-
heavy sources like fossil fuel results in higher carbon intensity [10].

The energy consumed by transmission interfaces (e.g., copper,
microwave, optical) varies. Transmission carbon footprint is the
product of router and interface energy consumption and the grid’s
carbon intensity, with embodied carbon being negligible. The fac-
tors affecting the carbon footprint of transmission in a network (the
carbon intensity of the router locations, and energy consumption
based on load) are different from the factors affecting transmission
latency in a network (depends on the number of hops, transmission
interface, and congestion). This is why the carbon-optimal rout-
ing path is different than traditional latency-optimal routing paths.
Table 1 establishes that.

Table 1 shows a subset of the original ARPANET network topol-
ogy, based on its initial node locations across major research institu-
tions in the United States. For these nodes, we consider the average
daily variation in carbon intensity, the network load at each router
location, and the predominant transmission interface used. At 12
AM, the latency optimal path is A->B->E->F, which is different
from the carbon-optimal path A->B->D->E->F. The carbon-optimal
path reduces carbon footprint by 18%, however, increasing latency
by 11%. At a different time of the day, 3 PM, both the latency and
carbon-optimal path changes. Latency-optimal paths change with
traffic and congestion, while carbon-optimal paths shift with router
carbon intensity and traffic-driven energy use. These dynamics
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paths are different and they vary dynamically over time due to
changes in traffic patterns, congestion, and carbon intensity,
highlighting the need for adaptive routing strategies.

& J

Factors Impacting Carbon-Aware Routing. Carbon intensity is
a key factor that impacts a network’s carbon footprint As noted be-
fore carbon intensity changes temporally and also across locations,
depending on the energy source mix used for power generation.
Fig. 1(a) shows the carbon intensity variations of two networks,
ARPANET and Claranet (details in Sec. 4). If a data packet can take
a route among any of these two networks, at 6 AM it is beneficial
to choose Arpanet, while at 6 PM it is beneficial to choose Claranet,
based on the corresponding lower values of carbon intensity. This
spatio-temporal variation of carbon intensity makes carbon-aware
routing fundamentally different from traditional latency-focused
routing, as carbon-aware routing should dynamically adapt to both
time and location.

Next, Fig. 1(b) illustrates the trade-offs between carbon footprint
and latency for copper, optical, and microwave interfaces for trans-
mitting data at a fixed data transfer rate of 1 Gbps in the Claranet
topology. Optical suits low latency and moderate carbon intensity,
copper prioritizes sustainability over latency, and microwave fits
long-range or limited-interface scenarios. Dynamic transmission
interface selection also offers an opportunity for real-time optimiza-
tion of performance and environmental impact.

Finally, Fig. 1(c) shows the carbon footprint and latency for trans-
mitting data as traffic load at routers varies from 1 to 6 Gbps for the
ARPANET topology. For this experiment, a hybrid interface com-
bining optical, copper, and microwave technologies was used. The
results demonstrate that both carbon footprint and latency increase
with higher traffic levels. This is because as traffic increases, the
energy consumption of routers and interfaces rises superlinearly,
leading to greater carbon emissions. Higher traffic causes conges-
tion, increasing latency from longer queuing and processing. This
emphasizes the need for routing solutions that adapt to traffic loads
to balance latency and carbon footprint.
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Takeaway. Carbon intensity varies spatio-temporally, requir-
ing adaptive strategies to reduce a network’s carbon footprint.
Transmission interfaces offer distinct trade-offs, enabling dy-
namic selection based on carbon and latency goals. Rising traf-
fic amplifies congestion and emissions, necessitating carbon-
aware routing to balance performance and sustainability.

3 Design: Carbon-Aware Routing Framework

We propose a carbon-aware routing framework that can work stan-
dalone or with protocols like BGP. Using a modified Dijkstra’s
algorithm, it dynamically selects paths and interfaces to minimize
latency and carbon footprint based on real-time congestion, carbon
intensity, and congestion.

3.1 Problem Formulation

Let G = (V,E) represent the network graph, where each vertex
r € V is a router and each edge (u,v) € E is a direct link between
routers u and v. Each router r has an associated, time-varying car-
bon intensity CI;(r) (experimental values obtained from Electricity
Maps [19]) depending upon the real-time mix of energy sources
used to produce electricity at the router’s location. For each link
(u,v), the interface type I,, € {copper, microwave, optical fiber}
affects latency and power consumption (which in turn affects the
carbon footprint). Router congestion introduces additional latency,
denoted by Leong (Cr), and scales the overall power usage through
a function f(C,), where C, is the load at router r. Given a path P
between a source s and a destination d, the total routing cost is:

Cost(P) = > (% + Luo + (1=4p) - Cun).
(u,v)eP

1

where A, € [0,1] is a sensitivity factor that balances latency (L)
and carbon (C,;,). We try to minimize this cost (P) by dynamically
selecting the optimal path and interface type for each link (u,v) to
achieve an efficient trade-off between latency and carbon footprint.

Routing Cost Components Next, we define the components of P.
Each link (u,v) is associated with a latency term:

Luo = Liase (Iuo) + Lcong(cr)- (2)

Lpase (Iy) is the base latency of the selected interface (copper, mi-
crowave, or optical fiber), while Leong (Cr) reflects congestion-based
delays that grow with router load. The carbon cost on link (u,v) is
given by:

Cyp = (Pbase(luv) + den(Iuv) : Sp ) f(cr)) . CI;(F), (3)

where Pp,se(I,0) is the base (or idle) power consumption required
to keep the interface active, even if no data is being transmitted.
Pgyn(Iuo) is the dynamic power component, which scales with the
amount of data being sent and represents the additional energy
required per unit of data. S, denotes the packet size, and CI,(r) is
the real-time carbon intensity at router r. f(C,) is a scaling function
applied to the dynamic power usage, reflecting how higher load or
congestion at router r increases total power requirements. Putting
these terms together, the product Pyyn (Io) - Sp - f(Cr) captures the
total additional power overhead incurred for forwarding a packet
under current load conditions, and Pyase (Iy») provides a baseline
power cost for maintaining the interface. Multiplying by CIL;(r)
converts the resulting power cost into the carbon footprint for link

(u,0).
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Figure 2: Carbon-aware routing framework dynamically se-
lects optimal paths and interfaces based on real-time metrics
such as carbon intensity variations, congestion levels, latency,
and power consumption.

3.2 Carbon-Aware Path Optimization

Our approach uses a modified Dijkstra’s algorithm to perform a net-
work’s routing decision. It incorporates real-time carbon intensity
variations, congestion, and interface-specific latencies. Border Gate-
way Protocol (BGP) remains the de facto standard for inter-domain
routing. However, it primarily focuses on policy enforcement, and
does not perform optimization based on dynamic metrics such as
real-time carbon intensity. By contrast, Dijkstra’s algorithm natu-
rally represents the network as a weighted graph, enabling a more
granular and flexible approach to path selection. This method can
be layered on top of existing BGP deployments or used standalone,
allowing domains to internally optimize for sustainability while
maintaining global reachability.

Dynamic Workflow Optimization. Classical Dijkstra’s algorithm
computes the shortest path by prioritizing nodes with the lowest
cumulative cost. We extend it by incorporating real-time metrics,
including fluctuating load, carbon intensity, and interface-specific
latency and power consumption, into the link cost. Routing it-
eratively selects the next router, considering its location, and the
interface type (I,,) to minimize cumulative routing cost from source
to destination.

To initialize the system, we first construct the network graph
G = (V,E) and associate each link (u,v) with its baseline latency
and power attributes. We then perform periodic updates to both
CI;(r) (reflecting the location-specific and temporal carbon inten-
sity), router load C, (influencing congestion latency Lcong (Cr) and
the scaling function f(C,)). Whenever these parameters change
significantly, the cost-aware routing logic recalculates the path
from a source s to a destination d. Once a cost-optimal path is
selected, packets are forwarded along the links using the chosen
interface types, thereby reflecting the updated latency and carbon
considerations in near real-time.
Interface Selection Criteria. Each interface type (copper, mi-
crowave, and optical) exhibits distinct power requirements and
base latencies. The selection of I,, relies on comparing:

Cost(Ip) = Ap * Lpase (Tuo) + (1 _/117) + Pyy - CL(r) (4)
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Figure 3: There exists an opportunity to balance sustainability and performance through carbon-aware routing,.

where P,, corresponds to the power demands of the respective
interface. By evaluating Eq. 4 in real time for each possible interface,
the system selects the most suitable link-layer technology on a
per-hop basis to reflect both performance requirements and carbon-
conscious policies.

Scalability and Real-Time Adaptation. The system updates link
weights incrementally with new CI;(r) and C, values, avoiding full
recomputation. In large-scale deployments, path computation can
be parallelized or distributed, and in SDN settings, the optimizer can
update flow rules via controller APIs. This ensures robust real-time
adaptation for optimizing latency and carbon footprint.

3.3 Putting It All Together

Our carbon-aware routing normalizes latency and carbon costs
using min-max normalization for comparability. It dynamically up-
dates forwarding tables or SDN flow rules to minimize combined
costs. Fig. 2 illustrates path and interface selection (e.g., Copper,
microwave, optical) based on real-time updates to carbon intensity,
congestion, and latency. Routing costs vary with router congestion,
and the system continuously monitors the network state, recali-
brates link weights, and chooses carbon-efficient paths, ensuring
scalability while balancing latency and emissions.

4 Evaluation

Here we discuss our evaluation methodology and the results.

4.1 Evaluation Methodology

Evaluation with Real-World Network Topologies and Carbon
Intensity. We use the Internet Topology Zoo [4] to analyze the
carbon intensity and routing latency of different diverse topologies:
ARPANET (an early backbone network in the USA), Claranet (a
European service provider network), and NSFCNET (a research
network topology in China). While these are not current global
backbone networks, they showcase diverse geographic scopes, in-
frastructure types, and connectivity characteristics, making them
representative for evaluating carbon-aware routing across founda-
tional, dense regional, and large-scale, energy-intensive infrastruc-
tures. We design a topology-driven event simulator for evaluating
network routing. We use Electricity Maps [19], a widely used tool
to determine real-time energy grid-related metrics, to determine
the carbon intensity of the router locations in the network topolo-
gies. We consider three types of interfaces: copper, optical fiber,
and microwave. The power consumption rate of the interfaces is
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set to their representative values: copper’s rate is 2-5W [1], optical
fiber’s rate is 10mW [5], and microwave’s rate is 358W [2]. Along
with the energy consumption of interfaces, we consider router’s
energy consumption for calculating carbon footprint.

Evaluated Schemes. We evaluate Carbon-optimal (carbon-opt),
Latency-optimal (latency-opt), and Joint-optimal (joint-opt).
Carbon-opt dynamically selects network paths that minimize only
carbon emissions associated with transmission (4, in Eq. 1 is set to
0). Latency-opt prioritizes network paths that minimize only time
taken for data packets to travel from source to destination (4, is
set to 1). Joint-opt achieves a balance between minimizing latency
and carbon emissions during data transmission (A, is set to 0.5).

Metrics. We evaluate carbon footprint and routing latency. Carbon
footprint is calculated by multiplying router and interface energy
consumption by the carbon intensity of the corresponding energy
grid. Latency measures the time for data packets to travel from
source to destination.

4.2 Results

In Fig. 3, we compare the three evaluated schemes—carbon-opt,
latency-opt, and joint-opt—across the ARPANET, Claranet, and NS-
FCNET topologies. For each topology, we run a one-day experiment
using hourly variations of real-world carbon intensity (CI) data from
the nodes’ respective geographic locations, while also varying con-
gestion and load conditions. At each time instant, our optimizer
selects both the route and the interface type (copper, microwave, or
optical fiber) to balance latency and power consumption based on
carbon intensity variations and congestion levels. In the ARPANET
example (Fig. 3(a)), the carbon-opt strategy achieves the lowest av-
erage carbon footprint (4.17g) at the cost of higher latency (3.42ms)
when transmitting at an average rate of 1Gbps. Conversely, the
latency-opt strategy yields the smallest latency (2.78ms) but incurs
a higher carbon footprint (5.14g). The joint-opt method finds a mid-
dle ground, reducing carbon footprint to 4.79g while maintaining
latency near 3.04ms. These results underscore the trade-off between
environmental impact and performance. Joint-opt balances signifi-
cant carbon savings with minimal latency increase.

Figs. 3(b) and 3(c) show similar trends for Claranet and NSFCNET,
with varying carbon and latency savings. Claranet’s lower carbon
intensity reduces the gap between joint- and latency-opt solutions,
while NSFCNET’s higher intensity allows greater carbon savings,
with joint-opt nearing carbon-opt while maintaining moderate
latency benefits.
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Figure 4: Future directions in carbon-aware routing.

Takeaway. The carbon-opt approach cuts emissions at the
expense of higher latency, while latency-opt achieves lower
delays and higher carbon footprint. By offering a balanced
trade-off, the joint-opt strategy demonstrates how carbon-
aware routing can significantly curb emissions without com-
promising performance much.

5 Discussions and Future Directions

Fig. 4 summarizes the potential future research directions.

1. Dynamic Prioritization of Latency and Carbon. 4, is in-
troduced as a fixed parameter that controls the trade-off between
optimizing for latency and carbon footprint. Allowing A, to dy-
namically adapt in the framework can offer greater benefits. For
example, prioritizing carbon footprint optimization can yield more
significant benefits compared to focusing on latency optimization,
if the carbon intensity variation is larger than the latency variation
of interfaces.

2. Load Balancing Based on Interface. Different interfaces re-
spond differently to congestion. Optical links can handle more
traffic with a smaller energy increase, whereas copper might ex-
hibit a steep power jump under similar loads. Balancing traffic to
match interface energy minimizes carbon.

3. Adaptive Traffic Engineering Across Multiple Flows. The
framework can be extended to consider the interactions among a
broader set of simultaneous data transfers. This approach optimizes
carbon and latency across the network, ensuring balanced and effi-
cient traffic distribution while considering flow interdependencies.

4. Delay Transmission. Delaying packet transmission can provide
temporal benefits by waiting for periods of lower carbon intensity
to reduce the carbon footprint. This approach leverages the fre-
quent fluctuations in marginal carbon intensity across the energy
grid, allowing the network to schedule transmissions during more
sustainable periods.

6 Related Works and Conclusion

Environmental sustainability is a growing concern in the computer
systems community, which has been mostly focused on datacenter
scheduling and hardware resource optimization to reduce carbon
emissions, while sustainable routing in large-scale networks re-
mains largely underexplored [7, 8, 11, 13-15, 17, 18, 25, 33]. Sawsan
et al. [12] introduced CATE (carbon-aware traffic engineering) to
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reduce emissions via dynamic routing. Singh et al. [24] explored
carbon-aware routing in software-defined, inter-datacenter net-
works. Tabaeiaghdaei et al. [30] proposed CIRo for path-aware
networks, forecasting and disseminating carbon intensity for inter-
domain routes. Van et al. [32] focused on carbon-aware provisioning
for NRENSs by integrating real-time grid carbon data with path se-
lection. While these works prioritize emissions reduction, some
neglect latency and rely on simplified models or specialized en-
vironments [12, 20, 24, 26, 29-32], limiting generality across the
broader Internet.

In contrast, this work presents a general opportunity to perform
carbon-aware routing on the Internet or large-scale communication
networks without severely compromising performance. Our results
show that focusing strictly on carbon reduction can cut emissions
compared to latency-centric strategies but incur a higher latency
overhead, while a joint carbon-latency optimization approach offers
both moderate carbon savings and performance penalty. These
findings suggest the potential for balancing carbon awareness and
latency for sustainable network routing.
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